Chapter 1:  Exploring Data

Chapter 1:  Exploring Data
Objectives:  Students will:
Use a variety of graphical techniques to display a distribution.  These should include bar graphs, pie charts, stemplots, histograms, ogives, time plots, and Boxplots
Interpret graphical displays in terms of the shape, center, and spread of the distribution, as well as gaps and outliers

Use a variety of numerical techniques to describe a distribution.  These should include mean, median, quartiles, five-number summary, interquartile range, standard deviation, range, and variance

Interpret numerical measures in the context of the situation in which they occur

Learn to identify outliers in a data set

Explore the effects of a linear transformation of a data set

AP Outline Fit:  

I. Exploring Data: Describing patterns and departures from patterns.
A. Constructing and interpreting graphical displays of distributions of univariate data (dotplot, stemplot, histogram, cumulative frequency plot)

1. Center and spread

2. Clusters and gaps

3. Outliers and other unusual features

4. Shape

B. Summarizing distributions of univariate data

1. Measuring center: median, mean

2. Measuring spread: range, interquartile range, standard deviation

3. Measuring position: quartiles, percentiles

4. Using boxplots

5. The effect of changing units on summary measures

C. Comparing distributions of univariate data (dotplots, back-to-back stemplots, parallel boxplots)

1. Comparing center and spread: within group, between group variation

2. Comparing clusters and gaps

3. Comparing outliers and other unusual features

4. Comparing shapes

E. Exploring categorical data

1. Frequency tables and bar charts

Calculator Functions in this Chapter:

1. Using Lists for data

2. Graphing

a. Scatter plots

b. Histograms

c. Box plots

3. Summary Statistics

a. Mean

b. Standard Deviation

c. Five-Number Summary

What You Will Learn:

A. Displaying Distribution

1. Make a stemplot of the distribution of a quantitative variable.  Trim the numbers or split stems as needed to make an effective stemplot

2. Make a histogram of the distribution of a quantitative variable

3. Construct and interpret an ogive of a set of quantitative data
B. Inspecting Distributions (Quantitative Variables)

1. Look for the overall pattern and for major deviations from the pattern
2. Assess from a dotplot, stemplot, or histogram whether the shape of a distribution is roughly symmetric, distinctly skewed, or neither.  Assess whether the distribution has one or more major modes

3. Describe the overall pattern by giving numerical measures of center and spread in addition to a verbal description of shape
4. Decide which measures of center and spread are more appropriate:  the mean and standard deviation (especially for symmetric distributions) or the five-number summary (especially for skewed distributions)

5. Recognize outliers
C. Time Plots

1. Make a time plot of data, with the time of each observation on the horizontal axis and the value of the observed variable on the vertical axis
2. Recognize strong trends or other patterns in a time plot
D. Measuring Center

1. Find the mean, x-bar, of a set of observations
2. Find the median M of a set of observations

3. Understand that the median is more resistant (less affected by extreme observations) than the mean.  Recognize that skewness in a distribution moves the mean away from the median toward the long fall.
E. Measuring Spread

1. Find the quartiles Q1 and Q3 for a set of data
2. Give the five-number summary and draw a boxplot, assess center, spread, symmetry, and skewness from a boxplot.  Determine outliers
3. Using a calculator or software, find the standard deviation, s, for a set of observations
4. Know the basic properties of s:  s ≥ 0 always; s = 0 only when all observations are identical; s increases as the spread increases; s has the same units as the original measurements; s is increased by outliers or skewness
F. Changing Units of Measurement (Linear Transformation)

1. Determine the effect of a linear transformation on measures of center and spread

2. Describe a change in units of measurement in terms of a linear transformation of the form xnew = a + bx
G. Comparing Distributions

1. Use side-by-side bar graphs to compare distributions of categorical data

2. Make back-to-back stemplots and side-by-side Boxplots to compare distributions of quantitative variables

3. Write narrative comparisons of the shape, center, spread, and outliers for two or more quantitative distributions

Section 1.1:  Displaying Distributions with Graphs
Knowledge Objectives:  Students will:

Explain what is meant by exploratory data analysis.

Explain what is meant by the distribution of a variable.

Differentiate between categorical variables and quantitative variables.

Explain what is meant by the mode of a distribution.

Explain what is meant by an outlier in a stemplot or histogram.
Construction Objectives:  Students will be able to:  


Construct bar graphs and pie charts for a set of categorical data.

Construct a stemplot for a set of quantitative data.

Construct a back-to-back stemplot  to compare two related distributions.

Construct a stemplot using split stems.

Construct a histogram for a set of quantitative data, and discuss how changing the class width can change the impression of the data given by the histogram


Describe the overall pattern of a distribution by its shape, center, and spread.

Recognize and identify symmetric and skewed distributions.

Construct and interpret an ogive (relative cumulative frequency graph) form a relative frequency table.

Construct a time plot for a set of data collected over time.
Vocabulary:  

Back-to-back stemplot – two distributions plotted with a common stem

Bar graph – displays the distribution of a categorical variable

Bimodal – a distribution whose shape has two peaks (modes)

Histogram – breaks range of values into classes and displays their frequencies

Frequency – counts of data in a class

Frequency table – table of frequencies

Modes – major peaks in a distribution

Ogive – relative cumulative frequency graph

Pie chart – chart that emphasize each category’s relation to the whole 

Roundoff error – errors associated with decimal inaccuracies
Seasonal variation – a regular rise and fall in a time plot

Skewed – if smaller or larger values from the center form a tail

Splitting stems – divides step into 0-4 and 5-9

Stemplot – includes actual numerical values in a plot that gives a quick picture of the distribution
Symmetric – if values smaller and larger of the center are mirror images of each other

Time plot – plots a variable against time on the horizontal scale of the plot

Trimming – removes the last digit or digits before making a stemplot
Unimodal – a distribution whose shape with a single peak (mode)
Key Concepts:  
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Stem and Leaf plots:  
Maintain the raw data, while histograms do not maintain the raw data



Best used when the data sets are small 

Histograms and Bar Graphs:  Bar graphs have bars touching; histograms don’t


The number of classes, k, to be constructed can be roughly approximated by 

                                                             k =  EQ \r(number of observations)  
To determine the width of a class use w =   EQ \f(maximum - minimum,k)   
and always round up to the same decimal units as the original data.

Other Charts:
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Plot in the upper right corner is a Pareto chart.  It is the same as the relative frequency chart; except the categories are in relative frequency order (from largest to smallest) from left to right.  This graph came from the Total Quality Management (TQM) era in the middle to late 1980’s.  The bottom chart is also known as an ogive.
Cautions:

· Label all axeses and title all graphs
· Histogram rectangles touch each other; rectangles in bar graphs do not touch.
· Can’t have class widths that overlap
· Raw data can be retrieved from the stem-and-leaf plot; but a frequency distribution of histogram of continuous data summarizes the raw data
· Only quantitative data can be described as skewed left, skewed right or symmetric (uniform or bell-shaped)
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With the following data

a) Construct a stem graph (in example 1 do a back-to-back [comparative] stem plot)
b) Construct a histogram 
Ex. 1
The ages (measured by last birthday) of the employees of Dewey, Cheatum and Howe are listed below.

Office A:
22
31
21
49
26
42
42
30
28
31
39
39
Office B:
20
37
32
36
35
33
45
47
49
38
28
48

Ex. 2
Below are times obtained from a mail-order company's shipping records concerning time from receipt of order to delivery (in days) for items from their catalogue?


3
7
10
5
14
12
6
2
9
22
25
11

5
7
12
10
22
23
14
8
5
4
7
13

27
31
13
21
6
8
3
10
19
12
11
8

Homework:

Day 1:  pg 46 – 48 problems 1-5
Day 2:  pg 55-58 problems 8-12 and pg 64 – 66 problem 16
Section 1.2:  Describing Distributions with Numbers
Knowledge Objectives:  Students will:

Explain what is meant by a resistant measure.

Give two reasons why we use squared deviations rather just average deviations from the mean.

Explain what is meant by degrees of freedom.
Construction Objectives:  Students will be able to:

Identify situations in which the mean is the most appropriate measure of center and situations in which the median is the most appropriate measure.

Given a data set:



Find the quartiles.


Find the five-number summary.


Compute the mean and median as measures of center.


Compute the interquartile range (IQR).


Use the 1.5 ( IQR rule to identify outliers.


Compute the standard deviation and variance as measures of spread.

Identify situations in which the standard deviation is the most appropriate measure of spread and situations in which the interquartile range is the most appropriate measure.

Explain the effect of a linear transformation of a data set on the mean, median, and standard deviation of the set.

Use numerical and graphical techniques to compare two or more data sets.
Vocabulary:  

Boxplot – graphs the five number summary and any outliers

Degrees of freedom – the number of independent pieces of information that are included in your measurement

Five-number summary – the minimum, Q1, Median, Q3, maximum

Interquartile range (IQR) – IQR = Q3 – Q1

Linear transformation – changes the data in the form of xnew = a + bx

Mean – the average value
Median – the middle value (in an ordered list)

Mode – the most frequent data value

Outlier– a data value that lies outside the interval [Q1 – 1.5 ( IQR, Q3 + 1.5 ( IQR]

Pth percentile – p percent of the observations (in an ordered list) fall below at or below this number

Quartile – multiples of 25th percentile (Q1 – 25th; Q2 –50th or median; Q3 – 75th)

Range – difference between the largest and smallest observations

Resistant measure – a measure (statistic or parameter) that is not sensitive to the influence of extreme observations

Standard Deviation– the square root of the variance

Variance – the average of the squares of the deviations from the mean

Key Concepts:

	Measure of 
Central Tendency
	Computation
	Interpretation
	When to use

	Mean
	μ = (∑xi ) / N

x‾ = (∑xi) / n
	Center of gravity
	Data are quantitative and frequency distribution is roughly symmetric

	Median
	Arrange data in ascending order and divide the data set into half
	Divides into 
bottom 50% and top 50%
	Data are quantitative and frequency distribution is skewed

	Mode
	Tally data to determine most frequent observation
	Most frequent observation
	Data are qualitative or the most frequent observation is the desired measure of central tendency
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Center:  The mean and the median are the most common measures of center

If a distribution is perfectly symmetric, the mean and the median are the same

The mean is not resistant to outliers

The mode, the data value that occurs the most often, is a common measure of center for categorical data

Use the mean on symmetric data and the median on skewed data or data with outliers
Spread:  Standard deviation is the most common measure of spread.  Range and IQR are also measures of spread.
Distribution Shape Based on Boxplots:

a. If the median is near the center of the box and each horizontal line is of approximately equal length, then the distribution is roughly symmetric

b. If the median is to the left of the center of the box or the right line is substantially longer than the left line, then the distribution is skewed right

c. If the median is to the right of the center of the box or the left line is substantially longer than the right line, then the distribution is skewed left


Remember identifying a distribution from boxplots or histograms is subjective!

Why Use a Boxplot?

A boxplot provides an alternative to a histogram, a dotplot, and a stem-and-leaf plot.  Among the advantages of a boxplot over a histogram are ease of construction and convenient handling of outliers.  In addition, the construction of a boxplot does not involve subjective judgments, as does a histogram.  That is, two individuals will construct the same boxplot for a given set of data - which is not necessarily true of a histogram, because the number of classes and the class endpoints must be chosen. On the other hand, the boxplot lacks the details the histogram provides.

Dotplots and stemplots retain the identity of the individual observations; a boxplot does not.  Many sets of data are more suitable for display as boxplots than as a stemplot.  A boxplot as well as a stemplot are useful for making side-by-side comparisons.
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Example 1:  Which of the following are resistant measures of central tendency:  
Mean, 






Range
Median or 





Variance
Mode?






Standard Deviation








IQR

Example 2:  Given the following set of data:

70,  56,  48,  48,  53,  52,  66,  48,  36,  49,  28,  35,  58,  62,  45,  60,  38,  73,  45,  51,
56,  51,  46,  39,  56,  32,  44,  60,  51,  44,  63,  50,  46,  69,  53,  70,  33,  54,  55,  52

What is the mean?




What is the range?

What is the median?




What is the variance?

What is the mode?




What is the standard deviation?

What is the shape of the distribution?


What is the IQR?








What is the Q1?








What is the Q3? 








What is the IQR? 








What is the upper fence?








What is the lower fence?








Are there any outliers? 
Example 3:  Given the following types of data and sample sizes, list the measure of central tendency you would use and explain why?
                                                      Sample of 50                                          Sample of 200

Hair color

Height

Weight

Parent’s Income

Number of Siblings

Age

Does sample size affect your decision?

Example 4:  Consumer Reports did a study of ice cream bars (sigh, only vanilla flavored) in their August 1989 issue. Twenty-seven bars having a taste-test rating of at least “fair” were listed, and calories per bar was included.   Calories vary quite a bit partly because bars are not of uniform size.  Just how many calories should an ice cream bar contain?



342
377
319
353
295
234
294
286
377
182
310



439
111
201
182
197
209
147
190
151
131
151


a) Construct a boxplot of the data


b) Determine if there are any outliers.

Example 5:  The weights of 20 randomly selected juniors at MSHS are recorded below:



121
126
130
132
134
137
141
144
148
205



125
128
131
133
135
139
141
147
153
213


a) Construct a boxplot of the data


b) Determine if there are any outliers.

Example 6:  Using the data from example #5

a) Change the weight from pounds to kilograms and add 2 kg (special uniform)

b) Get summary statistics and compare with example 5
c) Draw a box plot
Homework:

Day 1:  pg 74 – 75:  problems 27-31
Day 2:  pg 82: prob 33; pg 89 probs 40, 41; pg 97 probs 45, 46
Chapter 1:  Review
Objectives:  Students will be able to:  


Summarize the chapter

Define the vocabulary used


Know and be able to discuss all sectional and chapter knowledge objectives


Be able to do all sectional and chapter construction objectives


Successfully answer any of the review exercises

Vocabulary:  None new
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Categorical Charts






Plot your data
Dotplot, Stemplot, Histogram

Interpret what you see
Shape, Outliers, Center, Spread 

Choose numerical summary
x and s, Five-Number Summary












